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Abstract. We report on a theoretical investigation concerning the polaronic effect on the transport prop-
erties of a charge carrier in a one-dimensional molecular chain. Our technique is based on the Feynman’s
path integral approach. Analytical expressions for the frequency-dependent mobility and effective mass of
the carrier are obtained as functions of electron-phonon coupling. The result exhibits the crossover from a
nearly free particle to a heavily trapped particle. We find that the mobility depends on temperature and
decreases exponentially with increasing temperature at low temperature. It exhibits large polaronic-like
behaviour in the case of weak electron-phonon coupling. These results agree with the phase transition
(A.S. Mishchenko et al., Phys. Rev. Lett. 114, 146401 (2015)) of transport phenomena related to polaron
motion in the molecular chain.

1 Introduction

Studying the nature of the charge transport mechanism
in a DNA molecule may gain more basic knowledge about
the signalling and repairing process of damaged DNA that
are related to the mutation of the DNA resulting in cancer.
The mechanism of charge transport through DNA could
also be used to protect from damage, caused by oxidiz-
ing chemicals [1,2], of genomes in some organisms. More-
over, DNA could be possibly used as a tool to develop
numerous tiny devices such as DNA biosensors, templates
for assembling nanocircuits and electric DNA sequencings,
which are expected to be different from those existing tra-
ditional electronic devices [3–7]. There have been many
experimental results which indicate that DNA could be
a conductor. The first confirmation was from Eley and
Spivey [8] initiating that DNA exhibits conductor prop-
erty. Consequently, scientists have been attracted to in-
vestigate the electronic properties of DNA which could be
a conductor because of the formation of a π-bond across

a e-mail: sikarin.yoo@kmutt.ac.th
b e-mail: watchara.lie@kmutt.ac.th

the different A-T and C-G base-pairs1. The π-stacking
interaction is a key function for the electrical properties
of other organic molecules. Fink et al. [10,11] have shown
the result of the I-V characteristic of DNA suggesting
that DNA is a conductor. Later, Porath et al. [3] also cre-
ated an experiment to show that DNA could be treated
as a large-band-gap semiconductor. However, the charge
transfer mechanism in the DNA chain is not yet well un-
derstood and remains very controversial2. At tempera-
tures above 1K, DNA may behave as conductors, semi-
conductors, or insulators, while below this temperature
DNA may exhibit the properties of a proximity-induced
superconductor [3,10,15–17]. Interestingly in [17], the elec-
tric conductivity of λ-DNA using DNA covalently bonded
to Au electrodes was investigated. They found that λ-
DNA is an excellent insulator on the micron scale at room
temperature. Many theoretical models proposing to study
the electrical properties of DNA were based on incoher-

1 In many experiments, it is possible to synthesis poly(dC)-
poly(dG) and poly(dA)-poly(dT) DNA molecules containing
identical base-pairs for studying static conductivity of the DNA
molecules [9].

2 Literature on DNA conductivity can be found in [12–14].
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ent phonon-assisted hopping [18,19], classical diffusion un-
der the conditions of temperature-driven fluctuations [20],
variable range hopping between localised states [21], trans-
port via coherent tunnelling [8] and polaron and soliton
mechanisms [9,22–26]. The quantum model of charge mo-
bility has been studied by Lakhno [27, 28]. The Kubo
theory was needed to approximate the model yielding
that the mobility increases with a temperature decrease.
Another approach is to use Feynman path integrals3 which
was used to study the ground-state energy and the effec-
tive mass of the electron in DNA by Natda [39].

In the present paper, we will concentrate on the the-
oretical description of the mobility of the charge moving
along a model of the one-dimensional molecular chain. We
use the path integral as a key technique to study the prob-
lem. The Hamiltonian of the system can be written in
the analogue form with the Holstien’s Hamiltonian. We
will show both analytical and numerical results of the
study and we will try to give evidences: Could the one-
dimensional molecular chain be a conductor and what
are the conditions and factors effecting to its conductiv-
ity? The structure of the paper is organised as follows. In
sect. 2, we will discuss the model of the one-dimensional
molecular chain. The path integral method is used to elim-
inated the coordinates of the oscillators leading to the ef-
fective action of the system. In sect. 3, the steady-state
condition at finite temperatures of the charge in the chain
under the presence of the external electric field is stud-
ied. In sect. 4, the impedance function is computed from
the equation of motion by relaxing the steady-state con-
dition. Furthermore, the mobility at low temperatures of
the charge is studied by varying the coupling constants
and number of oscillators. The effective mass at zero tem-
perature of the charge interacting with the chain is also
calculated. In sect. 5, the physical concept of the analyti-
cal analysis and numerical results in the previous sections
will be presented. In sect. 6, the summary of results and
some open problems along with possible future develop-
ments will be mentioned.

2 The model of charge transport in the
one-dimensional chain

In the literature, one of the famous models to study the
motion of charge transport through the molecular chain
is the Holstien polaron [40] which describes the small po-
larons formed by electron and localised phonons. In the
present work, we model the one-dimensional molecular
chain analogous to the DNA structure, see fig. 1.4 An elec-
tron is now moving along the molecular chain and there is

3 The Feynman path integrals were successfully used to
study the dynamics of the electron in the polar crystal [29–38].

4 DNA is composed of two major long polymers which are
made from repeating units called nucleotides. For all living
things, DNA is in the shape of a double helix which is bonded
together with backbones made from alternating phosphate and
sugar residues, i.e., A-T and C-G pairs.

Fig. 1. A model of the one-dimensional molecular chain can
be considered as a double-helix structure of the DNA chain
unfolding into a strip. The oscillators, which will be treaded as
having the same physical structure, are represented by springs
which can move back and forth along the x-direction.

an interaction between the electron and lattices through-
out the chain. We choose to describe the motion of the
electron with the Hamiltonian, proposed by Natda [39],
given by

He =
p2

2m
+

1
2

N∑

i=1

[
P 2

i

M
+ MΩ2x2

i

]

+MΩ2α

N∑

i=1

xiδ(x − x0,i). (1)

The first term is the kinetic energy where p and m are
the momentum and mass of the charge, respectively. The
second term represents the physics of the oscillators where
M and Ω are the mass and oscillation frequency and xi

is the displacement along the x-axis of the i-th from its
equilibrium x0,i. The last term describes the interaction5,
which is modeled by the Dirac delta function, between
the electron and the oscillators where α is the coupling
constant. The Hamiltonian in eq. (1) is indeed in a dif-
ferent expression from those of Holstein’s model, but they
equivalently describe the physics of charge transfer in the
one-dimensional molecular chain. Moreover, the advan-
tage of the Hamiltonian (1) is that it allows us to an-
alytically solve the problem through the Feynman path
integral approach in the same fashion with the Frohlich
polaron [29,31,35,39].

To proceed with the problem, we start to write the
action of the system in the form

Se =
∫ T

0

dt

(
mẋ2

2
+

M

2

N∑

i=1

[
ẋ2

i

M
− Ω2x2

i

]

− MΩ2α

N∑

i=1

xiδ(x − x0,i)

)
, (2)

5 We assume that the interaction will take place only on the
i-th oscillator, not for other oscillators (undistorted).
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and the propagator can be written as

Ie =
∫ x(T )

x(0)

D [x(t)]
N∏

i=1

∫ xi(T )

xi(0)

D [xi(t)]e
i
h̄ Se . (3)

Eliminating the oscillators’ coordinates, we obtain the ef-
fective propagator

Ieff =
∫ x(T )

x(0)

D [x(t)]e
i
h̄ Seff , (4)

where the Seff is the effective action given by

Seff =
∫ T

0

dt

(
mẋ2

2
+

MΩ3α2

4

N∑

i=1

∫ T

0

dσfi(t, σ)

× cos(Ω|t − σ| − T/2)
sin(ΩT/2)

)
, (5)

where fi(t, σ) = δ[x(t)− x0,i]δ[x(σ)− x0,i]. Using the fact
that the delta function can be written in the form

δ(x − ξ) =
∞∑

n=1

ϕn(x)ϕ∗
n(ξ),

where ϕn are arbitrary orthonormal basis sets, then we
find that

∑

i

δ[x(t) − x0,i]δ[x(σ) − x0,i] =

∑

i

∞∑

m

∞∑

n

ϕm(x(t))ϕ∗
m(x0,i)ϕn(x0,i)ϕ∗

n(x(σ)) =

N

∞∑

n

ϕn(x(t))ϕ∗
n(x(σ)) = Nδ[x(t) − x(σ)]. (6)

The effective action becomes

Seff =
∫ T

0

dt

(
mẋ2

2
+ η

∫ T

0

dσ

∫ ∞

−∞
dkeik(x(t)−x(σ))

× cos(Ω|t − σ| − T/2)
sin(ΩT/2)

)
, (7)

since δ[x(t) − x(σ)] = 1
2π

∫ ∞
−∞ dkeik(x(t)−x(σ)) and we de-

fine η ≡ MΩ3α2N
8π . After eliminating the oscillators’ co-

ordinate, the action of the system (7) can be written in
terms of the electron coordinate.

3 The steady-state condition

In this section, we consider the system of an electron mov-
ing along the molecular chain under the influence of the
external constant electric field E0. The Hamiltonian of the
system now is

He =
p2

2m
− E0x +

1
2

N∑

i=1

[
P 2

i

M
+ MΩ2x2

i

]

+MΩ2α

N∑

i=1

xiδ(x − x0,i). (8)

When the electric field is turned on, the electron will be
accelerated. However, the electron will interact with the
oscillators while it moves along the molecular chain re-
sulting in a loss of some amount of energy with respect
to oscillators. Then if we leave the system on long enough
the system will reach the steady state.

In order to get the steady-state condition, we will apply
the method, called Double path integral [30,32,35,38], that
was used to study the motion of the electron in the polar
crystal. Let ρ be the density matrix of the system and the
expectation value of any operator Q at time t is given by

〈Q(t)〉 = Tr (Qρ(t)) . (9)

We now assume that the system is in thermal equilibrium
initially, ρ(t = 0) = exp(−βHe) where β = 1/kBT, T and
kB are the temperature and Boltzmann constant, respec-
tively. To obtain the density matrix at any time t, we need
to solve the time evolution equation

ih̄
∂ρ

∂t
= [He, ρ], (10)

and therefore we have6

ρ(t) = e−
i
h̄

R T
0 H(s)dsρ(0)e+ i

h̄

R T
0 H′(s)ds. (11)

As we mentioned earlier at the beginning the molecu-
lar chain is in thermal equilibrium, then we may write
ρ(0) = exp(−β

∑
k a†

kak), where a†
k and ak are creation

and annihilation operators of the oscillators.

Next, we will compute the expectation value of the
electron displacement at time T as

〈x(T )〉 =
∂

i∂γ
Trρ(T )|γ=0, (12)

where we now put E0 → E0 + γδ(t − T ) and E′
0 → E′

0.
The problem of integrating Trρ(T ) over chain oscillators’
coordinate can be performed in the same fashion as we
mentioned in sect. 2. For convenience, we transform the
electron coordinate to a frame of reference drifting [30,32,
35] with the expectation value of the electron velocity v:
x(t) = y(t) + vt. Then Trρ(T ) can be written in the form

Trρ(T ) =
∫

D [y(t)]
∫

D [y′(t)]eiΨe , (13)

6 An unprimed operator acts to the left and is ordered right
to left with increasing time, and the primed operator acts to
the right and is ordered left to right with increasing time.
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where

Ψe = Φe + Φ′
e + Φin, (14a)

Φe =
∫ T

0

(m

2
ẏ2(t) + (E0 + γδ(t − T ))y(t)

)
, (14b)

Φ′
e =

∫ T

0

(m

2
ẏ′2(t) + E′

0y
′(t)

)
, (14c)

Φin = iη

∫ ∞

−∞
dk

∫ T

0

dt

∫ T

0

dσ (SΩ(t − σ)

×e−ik(y′(t)−y′(σ)) + S∗
Ω(t − σ)eik(y(t)−y(σ))

−SΩ(t − σ)eik(y′(t)−y(σ))

− S∗
Ω(t − σ)eik(y(t)−y′(σ))

)
, (14d)

SΩ(u) =
(

eiΩu

1 − e−βΩ
+

e−iΩu

eβΩ − 1

)
e−ikvt. (14e)

Here comes the crucial point. The path integral of (13)
can not be performed exactly, so we need to introduce a
trail action given by

Ψtr = Φe + Φ′
e + Φtr, (15)

where

Φtr = i

∫ ∞

−∞
dk

∫ T

0

dt

∫ T

0

dσ(G(t − σ)(y′(t) − y′(σ))2

+G∗(t − σ)(y(t) − y(σ))2

−G(t − σ)(y′(t) − y(σ))2

−G∗(t − σ)(y(t) − y′(σ))2), (16a)

G(u) =
N∑

j=1

∫ ∞

−∞
dΩ′

jG(Ω′
j)e

−iΩ′
ju. (16b)

The function G(Ω′
j) is the distribution function7 [30, 35]

with frequencies Ω′
j =

√
Kj

M ′ of the j-th fictitious particle.
We now expand (13) in the form

∫
D [y(t)]

∫
D [y′(t)]eiΨe

=
∫

D [y(t)]
∫

D [y′(t)]eiΨtrei(Ψe−Ψtr),

=
∫

D [y(t)]
∫

D [y′(t)]eiΨtr (1 + i(Ψe − Ψtr) + . . .). (17)

Using (17), we can write

〈y(T )〉e = 〈y(T )〉tr + e〈y(T )〉tr − tr〈y(T )〉tr + . . . , (18)

where

j〈y(T )〉k =
∂

i∂γ

∫
D [y(t)]

∫
D [y′(t)]iΨje

iΨk |γ=0, (19a)

〈y(T )〉k =
∂

i∂γ

∫
D [y(t)]

∫
D [y′(t)]eiΨk |γ=0 . (19b)

7 In refs. [29,30,32,35,39], they considered only one fictitious
particle. The reason why we consider N ′ fictitious particles is
to make the trial action more realistic and also to improve the
variational result [41,42].

The velocity of the electron can also be expanded in the
form

ve = vtr + evtr − trvtr + . . . , (20)

We are interested in calculating the expectation value
of the velocity at T → ∞ at which the steady state is
reached. Then we have

jvk = lim
T→∞

d
dT

j〈y(T )〉k, (21a)

vk = lim
T→∞

d
dT

〈y(T )〉k. (21b)

From the relation (20), we may find

1
ve

=
1

vtr
− evtr − trvtr

v2
tr

, (22)

which is nothing more than the first-order expansion of
the reciprocal of ve � vtr + evtr − trvtr. The reason why
we choose such an expansion for this type of problem is
given in refs. [30,32,35]. Moreover, assuming vtr = −trvtr

which reduces (22) to

1
ve

= − evtr

v2
tr

. (23)

From (19b), we find that

〈y(T )〉e = −iE0

∫ T

0

dt (L(t) − L∗(t)) , (24)

where

L(t) − L∗(t) =
∫ ∞

−∞

dν

2πi

(
1

Zν
− 1

Z†
ν

)
e−iνt, (25a)

Zν = −ν2 − 4ν

N ′∑

j=1

∫ ∞

−∞

dΩ′
j

Ω′
j

G(Ω′
j)

Ω′2
j − ν2

. (25b)

The first order of velocity in the expansion is

vtr = −i2E0 Im L(T ). (26)

The next velocity in the expansion evtr can be computed
by considering the term

∫∫
Ψee

Ψtr

∫
D [y(t)]

∫
D [y′(t)]iΨee

iΨtr =

−η

∫ ∞

−∞
dk

∫ ∞

−∞
dθ

∫ θ

−∞
dζ

(
SΩ(θ − ζ)

∫∫
(1) ,

+S∗
Ω(θ − ζ)

∫∫
(2) − SΩ(θ − ζ)

∫∫
(3) − S∗

Ω(θ − ζ)
∫∫

(4)
)

. (27)
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We introduce the shorthand notations where the force
terms

∫∫
[E0, E

′
0] in

∫∫
Ψee

Ψtr will be inserted as follows:
∫∫

(1) =
∫∫

[E0 + γδ(t − T ), E′
0

+k(δ(t − θ) − δ(t − ζ))], (28a)∫∫
(2) =

∫∫
[E0 + γδ(t − T )

+k(δ(t − θ) − δ(t − ζ)), E′
0], (28b)∫∫

(3) =
∫∫

[E0 + γδ(t − T ) + kδ(t − θ), E′
0

+kδ(t − ζ)], (28c)∫∫
(4) =

∫∫
[E0 + γδ(t − T ) + kδ(t − ζ), E′

0

+kδ(t − θ)]. (28d)

After performing tedious computation, we put evtr

into (23) together with another assumption that ve �
vtr ≡ v yielding the steady-state equation

E0 = η

∫ ∞

−∞
dζ

∫ ∞

−∞
dk

k cos[Ωζ]
sinh[Ωβ/2]

e−ikv(ζ+iβ/2)e−k2Δβ(ζ),

(29)
where

Δβ(u) =
1
2

2N ′+1∑

j=1

∏N ′

l=1(z
2
j − Ω2′

l )
zj

∏
m�=j(zj − zm)

×cosh[zjβ/2] − cos[zju]
sinh[zjβ/2]

, (30)

and zj are the roots of the polynomial

ν2
N ′∏

j=1

(ν2 − Ω′2
j ) − ν2

N ′∑

j=1

Ω′2
j = 0. (31)

Equation (29) represents the equation of motion in the
steady-state condition, which holds at any temperatures,
for the charge moving along the molecular chain accord-
ing to the model (1). The charge gains energy from the
electric field and gives the energy to the oscillators via
the interaction. Note that we compute only the first-order
velocity in the expansion (20) corresponding to the fact
that the interaction between the electron and oscillators
is weak. The expansion in (18) can be pushed further in
order to cover the higher range of the interaction.

4 Electrical properties of the molecular chain

In the previous section, the steady-state equation is ob-
tained by observing the expansion of the velocity of the
electron moving along the molecular chain. For the present
section, we will compute the impedance function of the
system from the equation of motion. The electric field is
now modified to E0 → E(t) = E0e

it where � is the
oscillation frequency. From (24), we may write

〈y(T )〉e = −i

∫ T

0

dtY (T − t)E(t). (32)

Taking the Fourier transform of (32), we have

y = YE, (33)

where Y is the Fourier transform of the response function
given by

Y =
∫ T

0

dξeiξ

∫ T

0

dν

2πi

[
1

Zν
− 1

Z†
ν

]
e−iνξ ≡ 1

Z
. (34)

The Z is the impedance function of the electron mov-
ing on the molecular chain. Without imposing the steady-
state condition, the equation of motion reads

E(T ) = η

∫ ∞

−∞
dζ

∫ ∞

−∞
dk

k cos[Ωζ]
sinh[Ωβ/2]

×e−ikv(ζ+iβ/2)e−k2Δβ(ζ) + 〈ÿ(T )〉e. (35)

Applying (32) to (35), we find that the impedance function
can be expressed in the form

Z = −�2 +
∫ ∞

0

dξ(1 − eiξ) Im S(ξ), (36)

where

S(ξ) = 2η

∫ ∞

−∞
dkk2

(
eiΩξ

1 − e−βΩ
+

e−iΩξ

eβΩ − 1

)

×e−k2Λβ(ξ), (37a)

Λβ(u) =
2N ′+1∑

j=1

∏N ′

l=1(z
2
j − Ω′2

l )
zj

∏
m�=j(zj − zm)

×cosh[zjβ/2] − cos[zj(u − iβ/2)]
sinh[zjβ/2]

. (37b)

We are now interested for the case of � < 1 and β → ∞
(zero temperature) and the path of integration along the
real axis may be rotated to a path along the positive or
negative imaginary axis ξ � 0 to ±i∞ [30]. The impedance
becomes

Z = −�2 − 2η

∫ ∞

0

dξ(1 − cosh[�ξ])e−Ωξ

×
∫ ∞

−∞
dkk2e−k2Λ(ξ), (38)

where

Λ(u) =
2N ′+1∑

j=1

∏N ′

l=1(z
2
j − Ω′2

l )
zj

∏
m�=j(zj − zm)

(1 − e−zju). (39)

In the case of extremely low frequency �, we may ap-
proximate 1− cosh[�ξ] ∼= −�2ξ2/2. Then the impedance
function is simplified to

Z = −�2m∗, (40)

where m∗ is the effective mass given by

m∗ = 1 +
η
√

π

2

∫ ∞

0

dξξ2 e−Ωξ

[Λ(ξ)]3/2
. (41)
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Fig. 2. The chain can be represented as a connected series of
impedance functions z�.

Equation (40) together with (41) suggest that the charge
behaves like a free particle with the effective mass m∗

when it moves along the molecular chain. According to the
model, eq. (38) is the impedance function for the whole
molecular chain which consists of N oscillators. If we as-
sume that each oscillator has the same impedance, we find

z =
Z

N
, (42)

which is the impedance for each oscillator. Then the sys-
tem can be presented as a connected series of impedance
functions shown in fig. 2. In the case that N becomes very
large, N → ∞, the impedance function remains finite

lim
N→∞

z = −2η′
∫ ∞

0

dξ(1 − cosh[�ξ])e−Ωξ

×
∫ ∞

−∞
dkk2e−k2Λ(ξ), (43)

where η′ = MΩ3α2

8π . From the result (42), we see that the
conductivity of the chain is directly proportional to the
reciprocal of the length of the chain [43].

We now introduce the function

χ =
∫ ∞

0

dξ(1 − eiξ) Im S(ξ), (44)

which is the last term of the impedance function (36). For
convenience of analytical analysis as mentioned in [30,32,
35], we may consider

Im χ = sinh[�β/2]
∫ ∞

0

du cos[�u]Σ(u), (45)

where

Σ(u) = S(u + iβ/2) =
2η√
π

cos[u]
sinh[β/2]

× 1

[Dβ(u)]3/2
, (46a)

Dβ(u) =
2N ′+1∑

j=1

∏N ′

l=1(z
2
j − Ω′2

l )
zj

∏
m�=j(zj − zm)

×cosh[zjβ/2] − cos[zju]
sinh[zjβ/2]

. (46b)

The mobility [30, 32, 35] of the charge moving along the
molecular chain is defined as

1
μ

= lim
→0

Im χ

�
=

β

2

∫ ∞

0

Σ(u)du. (47)

We see that the mobility of the charge is a function of
the temperature and also the coupling constant α. We
also would like to point out that (45) and (47) hold at
any temperatures. In the next section, we will show the
analytical analysis as well as the numerical results of the
effective mass and the charge mobility.

5 Physical concept of the results

In this section, we will focus more on the physical mean-
ing of the results from the previous sections. Before pro-
ceeding, we need to reduce the complexity of the trial
action (15). Here, we are interested in the case of N ′ = 1.
Let υ and Ω′ be the variational variables, determined from
the minimization of the ground state energy [29,39], given
by

Ω′ =

√
K

M ′ , υ =

√
K

�
, and � =

m

m + M ′ . (48)

The steady-state condition: With N ′ = 1, eq. (29) be-
comes

E0 = η

∫ ∞

−∞
dζ

∫ ∞

−∞
dkk

(
[1 + n(Ω)]ei(Ω−kv)ς

− n(Ω)e−i(Ω−kv)ς
)

e−k2Dβ(ς), (49)

where

n(Ω) =
1

eβΩ − 1
, (50a)

Dβ(u) =
1
2

Ω′2

υ2

[(
υ2 − Ω′2

υΩ′2

)

×cosh[υβ/2] − cos[υ(u − iβ/2)]
sinh[υβ/2]

− iu +
u2

β

]
. (50b)

We will follow the analysis process of (49) as those in [33,
35]. We start to rewrite (50b) in the following form [33]:

Dβ(u) =
1
2

(
υ2 − Ω′2

υ3

)
coth[υβ/2] − iu

2M
+

u2

2Mβ

−
(

υ2 − Ω′2

υ3

) (
[1 + n(υ)]e−iυiu

+ n(υ)eiυu
)
, (51)

where M = Ω′2

υ2 . We now also introduce the relation [33,
35]

e−
k2u2
2Mβ =

∫
dpf(p)e±

ipku
M , where f(p) =

√
β

2πM
e−

βp2

2M .

(52)
Inserting (52) and (51) into (49) together with expanding
the terms [1 − n(υ)] and n(υ) in the Taylor series, we
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Im χ� =
4
√

2ηβ3/2

√
π

“ υ

Ω′

”3 sinh[�β/2]

sinh[β/2]

Z ∞

0

cos[�u] cos[u]du
h

u2 + β2

4
+ β

“

υ2−Ω′2
Ω′2υ

”

coth[βυ/2] − β
“

υ2−Ω′2
Ω′2υ

”

cos[υu]
sinh[βυ/2]

i3/2
. (56)

obtain

E0 = η

√
β

2π

∞∑

n=0

∞∑

n′=0

∫
dp

∫ ∞

−∞
dkB(β, n, n′)k2(n+n′−1)

×e
− k2

2

“

υ2−Ω′2
υ3

”

coth[υβ/2]
f(p)k

×
{

[1 + n(Ω)] · δ
(

Ω − k
(
v +

p

M

)
+

k2

2M

+(n − n′)υ)
)
− n(Ω) · δ

(
−Ω + k

(
v +

p

M

)

+
k2

2M
+ (n − n′)υ)

)}
, (53)

where

B(β, n, n′) =
1
2

[(
υ2−Ω′2

υ3

)
[1 + n(υ)]

]n

n!

×
1
2

[(
υ2−Ω′2

υ3

)
n(υ)

]n′

n′!
. (54)

The physical meaning of (53) is the following, see also [33,
35]. The term in the second line of (53), with the term
[1 + n(Ω)], represents the process that the electron with
momentum p + Mv emits a phonon with energy Ω and
momentum k, while the electron state changes from n′ →
n. The electron momentum is reduced by k and the
delta function tells us that energy is conserved, while the
[1+n(Ω)] shows that a phonon with frequency Ω is emit-
ted. The term in the third line of (53), with the term
n(Ω), describes the opposite situation as follows: the elec-
tron with momentum p + Mv absorbs the phonon with
frequency Ω.

The effective mass: The effective mass (41) can be sim-
plified in the form

m∗ = 1 + η
√

8πυ3

×
∫ ∞

0

dξ
ξ2e−Ωξ

[
υ

(
1 − Ω′2

υ2

)
(1 − e−υξ) + Ω′2ξ

]3/2
. (55)

The numerical results of the effective mass with vari-
ous coupling constants and the number of oscillators are
shown in fig. 3. In the case of the weak coupling, the elec-
tron will move freely as the effective mass approximately
becomes the mass of the electron: m∗ → m = 1. In the
case of strong coupling, the electron will behave like a
heavy particle as the effective mass increases. The transi-
tion between the two regimes is very sharp at the coupling
constant about α ≈ 1. Another effect on the mass of the
electron is the number of oscillators N . For large N , the
effective mass of the electron will increase drastically. This
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Fig. 3. Coupling interaction dependence of the effective mass
for a different number of oscillators. The dashed, dotted, dot-
dashed and double-dot-dashed lines show that dependence of
the effective mass when the number of oscillators is N = 30,
90, 120 and 1500, respectively.

result suggests that the length of the chain has an effect
on the charge transfer mechanism as pointed in [43].

The mobility : We consider the function Imχ for the
case N ′ = 1

see eq. (56) above

We see that the integrand of (56) has the same structure
as those (47a) in [30]. If we now consider the system at
low temperatures and � < 1 we have

Im χ =4
√

2η
( υ

Ω′

)3
[√

1 − �e−β(1−)e
−
“

υ2−Ω′2
Ω′2υ

”

(1−)

+
√

1 + �e−βe
−
“

υ2−Ω′2
Ω′2υ

”

(1+)

−
√

1 − �e−βe
−
“

υ2−Ω′2
Ω′2υ

”

(1−)

−
√

1 + �e−β(1+)e
−
“

υ2−Ω′2
Ω′2υ

”

(1+)
]

. (57)

The first term describes the process in which the electron
absorbs a quantum of energy � from the electric field
and emits a phonon with unit energy. The second term
shows that the electron absorbs a quantum of energy �
and also absorbs a phonon then at the end the electron
will carry the momentum

√
1 + �. The third term, the

electron absorbs a phonon and releases a quantum of en-
ergy � to the electric field. The fourth term represents
the electron with energy 1 + � emitting a phonon as well
as a quantum of energy to the electric field. The term
exp[−

(
υ2−Ω′2

Ω′2υ

)
(1±�)] tells the chance that the electron

with energy 1±� completes the processes. Equation (57)
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Fig. 4. The mobility versus the temperature in one-dimensional molecular chain with various coupling constants.

contains possible scatterings happening while the electron
moves along the chain.

In the case of low temperatures and � → 0, eq. (56)
leads to the dc mobility

1
μ

= 4η

√
2
π

β3/2
( υ

Ω′

)3

×
∫ ∞

0

cos[u]du
[
2

(
υ2−Ω′2

Ω′2

) 1−cos[υu]
υ2 + u2 + β2

4

]3/2
. (58)

The numerical results of the polaron mobility is shown in
fig. 4. The mobility will decrease with increasing tempera-
ture. The low-temperature behaviour of its mobility is pro-
portional to the temperature in the exponential form [44]
which corresponds to the phase diagram of polaron trans-
port [45]. The coupling constant also affects the mobility
of the electron as follows. In the case of strong coupling,
the electron will have more difficulty moving through a
strongly distorted chain. On the other hand, for the case
of weak coupling, the electron can move easily through the
slightly distorted chain. These results correspond with the
result of the effective mass as the electron will gain more
mass from the interaction with the chain reflecting to its
mobility in the motion.

In this case β2 � (υ2 − Ω′2), we have

1
μ

= 4η

√
2
π

β3/2

∫ ∞

0

cos[u]du
[
u2 + β2

4

]3/2
= 2η

√
2
π

β1/2K1(β),

(59)
where K1 is the modified Bessel function of second kind
and K1(β) ≈ eβ/

√
β, the mobility becomes

μ ∝ eβ , (60)

which agrees with the numerical result in fig. 4. The low-
temperature behaviour of the mobility has the character-

istic form of an exponential term for the deformable one-
dimensional molecular chain. The electron mobility will be
influenced strongly by the interaction of the electrons with
phonons. In a semiconductor quantum wire, the mobility
of an electron interacting with acoustic phonons would fol-
low an exponential behaviour and the energy relaxation of
an electron due to emissions of acoustic phonons strongly
increased by all the low-temperature acoustic phonon scat-
tering mechanisms, which are exponentially activated in
a an electron [46, 47]. The main feature of our results
is the identification of the electron transfer in the chain
similar to be behaviour of electron scattering in a semi-
conductor quantum wire. Recent studies of the electrical
conductivity of DNA molecules reveal that they may act
as semiconductor materials with nanometer scale dimen-
sions [3, 9, 10,13,16,48–57].

6 Summary

We have studied the model of charge transfer in a one-
dimensional molecular chain with arbitrary N oscillators
employing the Hamiltonian proposed in [39]. The interac-
tion between the charge and the oscillators is represented
by the Dirac delta function. The path integral method is
used as the key tool to study the physical properties of the
system. The main advantage of the path integral is that
the oscillators’ coordinates can be integrated leading to
an effective action. The expectation value of the equation
of motion of the electron moving in the chain under the
influence of an external electric field can be computed by
introducing the trial action. The electron will gain energy
from the electric field and will give some to the phonons
via the scattering process. In the steady-state condition,
the electron is the balance of these two processes. The elec-
tron behaves like a heavy particle if the coupling constant
and the number of oscillators are large. On the other hand,
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the electron moves freely in the weak-coupling region with
a small number of oscillators.

The mobility of charge moving along the chain is stud-
ied as a major feature. At low temperature the result sug-
gests that our one-dimensional chain can be treated as a
semiconductor quantum wire. For the case of extremely
low temperatures, the mobility is very high leading to a
very high conductivity. This result may be explained by
the resonant tunnelling effect. The hopping process [58,59]
may be a current candidate to theoretically explain the
charge transfer in the one-dimensional molecular chain
and agree with many experimental results [60–62]. How-
ever, experiments have so many factors as well as condi-
tions to be controlled. This causes a big debate on what
a one-dimensional molecular chain conductivity should be
as pointed out in [13,14]. Then, we believe that the model
in this paper may offer an alternative theoretical descrip-
tion of the charge transfer process.

Finally, we would like to point out that the model can
be developed for a more realistic DNA. The results in the
present paper can then be improved by taking into account
the following points. The first is taking the double-helix
structure of DNA into account (quasi-1D). This means
that the angular part has to be added into the action
but this would lead to complex computation. The sec-
ond point is to consider the different coupling constants
between A-T and C-G pairs. The third point is to con-
sider the anharmonic oscillator of base-pairs in the case of
strong coupling. As a last point, the results of path inte-
grals can be corrected by computing the higher terms in
the expansion of the velocity equation (20).

Sikarin Yoo-Kong gratefully acknowledges the support from
the Thailand Research Fund (TRF) under grand number:
TRG5680081.

References

1. R.S. Rajski, A.B. Jackson, K.J. Barton, Mutat. Res. 447,
49 (2000).

2. A. Heller, Faraday Discuss. Chem. Soc. 116, 1 (2000).
3. D. Porath, A. Bezryyadin, D.S. Vries, C. Dekker, Nature

403, 635 (2000).
4. D. Porath, G. Cuniberti, R. Di Felice, Topics Curr. Chem.

237, 183 (2004).
5. H. Tabata, L.T. Cai, H.J. Gu, S. Tanaka, Y. Otsuka, Y. Sa-

cho, M. Taniguchi, T. Kawai, Synth. Met. 133, 469 (2003).
6. M. Taniguchi, T. Kawai, Physica E 33, 1 (2006).
7. V.A. Malyshev, Phys. Rev. Lett. 98, 096801 (2007).
8. D.D. Eley, I.D. Spivey, Trans. Faraday Soc. 58, 411 (1962).
9. H.K. Yoo, D.H. Ha, O.J. Lee, W.J. Park, J. Kim, J.J.

Kim, Y.H. Lee, T. Kawai, Y.H. Choi, Phys. Rev. Lett. 87,
198102 (2001).

10. W.H. Fink, C. Schonenberger, Nature 398, 407 (1999).
11. W.H. Fink, Cell. Mol. Life Sci. 58, 1 (2001).
12. M.A. Gonzalez Bonet, R.A. Cardona Couvertier, DNA:

a wire or an insulator, University of Puerto Rico, Rio
Piedras Campus, Faculty of Natural Science, Department
of Chemistry, QUIM-8994-Nucleic Acids, pp.1-15.

13. C. Dekker, A.M. Ratner, Phys. World, August, issue 29
(2001).

14. G.R. Endres, L.D. Cox, P.R.R. Sigh, Rev. Mod. Phys. 76,
195 (2004).

15. J.P. de Pablo, F. Moreno-Herrero, J. Colchero, J. Go’mez
Herrero, P. Herrero, M.A. Baro, O. Pablo, Soler Jose’M,
E. Artacho, Phys. Rev. Lett. 85, 4992 (2000).

16. Y.A. Kasumov, M. Kociak, S. Gue’ron, B. Reulet, T.V.
Volkov, V.D. Klinov, H. Bouchiat, Science 291, 280 (2001).

17. Y. Zhang, H.R. Austin, J. Kraeft, C.E. Cox, P.N. Ong,
Phys. Rev. Lett. 89, 198102 (2002).

18. D. Ly, Z.Y. Kan, B. Armitage, B.G. Schuster, J. Am.
Chem. Soc. 118, 8747 (1996).

19. J. Jortner, M. Bixon, T. Langenbacher, E.M. Michel-
Beyerle, Proc. Natl. Acad. Sci. U.S.A. 95, 12759 (1998).

20. R. Bruinsma, G. Gruner, M.R. D’Orsogan, J. Rudnick,
Phys. Rev. Lett 85, 4393 (2000).

21. G.Z. Yu, X. Song, Phys. Rev. Lett. 86, 6018 (2001).
22. E. Conwell, V.S. Rakhmanova, DNA Proc. Nat. Acad. Sci.

U.S.A. 97, 4556 (2000).
23. D. Ly, L. Sanii, B.G. Schuster, J. Am. Chem. Soc. 121,

9400 (1999).
24. Z. Hermon, S. Caspi, E. Ben-Jacob, Europhys. Lett. 43,

482 (1998).
25. D. Henning, R.F.J. Archiila, J. Agarwal, Physica D 180,

256 (2003).
26. F. Ortmann, F. Bechstedt, K. Hannewald, Phys. Status

Solidi B 248, 511 (2011).
27. D.V. Lakhno, Nonlinear models in DNA conductivity,

Modern Methods for Theoretical Physical Chemistry of
Biopolymers, edited by E.B. Starikov, J.P. Lewis, S.
Tanaka (Elsevier B. V., 2006).

28. D.V. Lakhno, Phys. Part. Nucl. Lett. 145, 400 (2008).
29. R.P. Feynman, Phy. Rev 97, 660 (1955).
30. R.P. Feynman, R.W. Hellwarth, C.K. Iddings, P.M. Platz-

man, Phys. Rev. B 127, 1004 (1962).
31. R.P. Feynman, R.A. Hibbs, Quantum mechanics and path

integrals (McGraw-Hill Book Company, 1965).
32. K.K. Thornber, Phys. Rev. B 3, 1929 (1972).
33. M.F. Peeters, J.T. Devreese, Phys. Rev. B 23, 1936 (1981).
34. W.R. Hellwarth, M.P. Platzman, Phys. Rev. 128, 1559

(1962).
35. K.K. Thornber, R.P. Feynman, Phys. Rev. B 1, 4009

(1970).
36. S. Yoo-Kong, Physica B 394, 18 (2006).
37. S. Yoo-Kong, Physica B 391, 357 (2007).
38. S. Yoo-Kong, Physica B 403, 2130 (2008).
39. N. Natda, Feynman path integral approach to electron

transport through DNA MSc. Thesis, Chulalongkron Uni-
versity (2003).

40. T. Holstein, Ann. Phys. 8, 325 (1959).
41. R. Abe, K. Okamoto, J. Phys. Soc. Jpn. 31, 1337 (1971).
42. R. Abe, K. Okamoto, J. Phys. Soc. Jpn. 33, 343 (1972).
43. M. Zilly, O. Ujsaghy, E.D. Wolf, Phys. Rev. B 82, 125125

(2010).
44. D.C. Langreth, Phys. Rev. 159, 717 (1967).
45. A.S. Mishchenko, N. Nagaosa, G. De Filippis, A. de Can-

dia, V. Cataudella, Phys. Rev. Lett. 114, 146401 (2015).
46. L. Zhang, S. Sarma Das, Solid State Commun. 104, 629

(1997).
47. K. Barnham, D. Vvedensky, Low-Dimensional Semicon-

ductor Structures: Fundamentals and Device Applications
(Cambridge University Press, 2009) p. 141.



Page 10 of 10 Eur. Phys. J. E (2015) 38: 135

48. L. Cai, H. Tabata, T. Kawai, Appl. Phys. Lett. 77, 3105
(2000).

49. J.A. Storm, J. Noort van, S. de Vries, C. Dekker, Appl.
Phys. Lett. 79, 3881 (2001).

50. O.J. Lee, H.K. Yoo, J. Kim, J.J. Kim, K.S. Kim, J. Korean
Phys. Soc. 39, S56 (2001).

51. Y.H. Lee, Y. Maeda, S. Tanaka, H. Tabata, H. Tanaka, T.
Kawai, J. Korean Phys. 39, S345 (2001).

52. S.Y. Jo, Y. Lee, Y. Roh, Mater. Sci. Eng. C 23, 841 (2003).
53. S.Y. Jo, Y. Lee, Y. Roh, J. Korean Phys. Soc. 43, 909

(2003).
54. S.H. Kato, M. Furukawa, M. Kawai, M. Taniguchi, T.

Kawai, T. Hatsui, N. Kosugi, Phys. Rev. Lett. 93, 086403
(2004).

55. G. Maruccio, P. Visconti, V. Arima, S. D’Amico, A. Bi-
asco, E. D’Amone, R. Cingolani, R. Rinaldi, S. Masiero,
T. Giorgi, T. Gottarelli, Nano Lett. 3, 479 (2003).

56. S.J. Hwang, J.K. Kong, D. Ahn, S.G. Lee, J.D. Ahn, W.S.
Hwang, Appl. Phys. Lett. 81, 1134 (2002).

57. B. Giese, J. Amaudrut, K.A. Kohler, M. Spormann, S.
Wessely, Nature 412, 318.

58. G.B. Shuster, Acc. Chem. Res. 33, 253 (2000).
59. B. Giese, Acc. Chem. Res. 33, 631 (2000).
60. G.B. Shuster, Long-range charge transfer in DNA I and II,

Vol. 236 (Springer, Berlin, 2004).
61. H.A. Wagenkhecht, (Wiley-VCH, Weinhiem, 2005).
62. J.C. Genereux, J.K. Barton, Chem. Rev. 110, 1642 (2010).


